61

International Research Journal in Global Engineering and Sciences. (IRJGES)
Vol. 1, No. 2, August, 2016 | ISSN : 2456-172X

EXPLORING DATA MINING CLASSIFICATION
APPROACH IN WEKA OPEN SOURCE

T. Chithrakumar!, Dr. M. Thangamani? & C. Premalatha3
1Assistant Professor, Department of IT, Sri Ramakrishna Engineering College, Coimbatore, India
ZAssistant Professor, Kongu Engineering College, Perundurai, India
3Assistant Professor, Department of IT, Sri Ramakrishna Engineering College, Coimbatore, India

Abstract: The extraction of information from huge amount of data set is called data mining.
Classification and prediction are two forms of data analysis that can be used to extract models
describing important data classes or to predict future data trends. Classification predicts
categorical labels. Weka is a collection of machine learning algorithms for data mining
tasks. The algorithms can either be applied directly to a dataset or called from your own Java
code. Weka means Waikato Environment for Knowledge Analysis (WEKA). It is introduced
by university of New Zealand and it has capacity to convert comma separated values file to
relational table format. This research implementing the classification concept using Weka
opens source using for WINE-QUALITY dataset.
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1. INTRODUCTION

The data mining represents mining the knowledge from large data. Topics such as knowledge
discovery, query language, decision tree induction, classification and prediction, cluster
analysis, and how to mine the Web are functions of data mining. Manual analyses are time
consuming in the real world. In this situation, WEKA can use for automating the task.

Weka is a collection of machine learning algorithms for data mining tasks. Classification was
performed using WEKA in data mining research. WEKA is a data mining workbench that
allows comparison between many different machine learning algorithms. In addition, it also has
functionality for feature selection, data pre-processing and data visualization [1]. The algorithms
can either be applied directly to a dataset or called from Java code. Weka contains tools for data
pre-processing, classification, regression, clustering, association rules and visualization. Well-
suited for developing new machine learning schemes. Weka contains tools for data pre-
processing, classification, regression, clustering, association rules, and visualization. It is also
well-suited for developing new machine learning schemes.

2. RELATED WORK

Various data mining classification concepts are discussed in [2-7]. WEKA enjoys
widespread acceptance in both academia and business, has an active community, and has been
downloaded more than 1.4 million times since being placed on Source Forge in April 2000. The
customer datasets and bridge datasets are analyses using WEKA by [8,9]. Eibe Frank [10,11]
highlighted a WEKA workbench and reviews the history of the project. Reena Thakur [12]
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presented data mining technology WEKA tool for the preprocessing, classification and analysis
of in this institutional result of Computer science and engineering UG students.

3. EXPERIMENTS DESIGN

Use WEKA to build the classifier using WINE-QUALITY dataset by applying the
classification algorithms (Nearest Neighbour classifier) and compare the results of the
classifiers.

3.1 Dataset description
Data set Characteristics: Multivariate
Number of Instances: 1890
Number of Attributes: 12

3.2 Attributes description

The list of attributes in wine dataset are fixed acidity, volatile acidity, citric acid,
residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, pH, sulphates and
alcohol quality. Wine quality datasets are viewed as attribute file format and is illustrated in
Fig. 1.
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fattribute ‘2 d acidity® numeric
fatezibute 'volatile acidity' numeric
fattzidute ‘citric acid' numeric
fatzribute ‘'residual sugar’ numeric
fattribute chlicrides numeric

Sattzibute 'free aulfuxr dicxide' numeric
fatzribute ‘toral sulfur dioxide' numeric
fattzibute denaity numeric

fattridute FH numerxic

Sattribute sulphates numeric

fattribute alcohol numeric

Eattritute quality {[gocd,.bad)
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7.5,0.18,0.37,1.2,0.04,1¢€,75,0.552,3.18,0.€3,10.8,tad
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8.3,0.€2,0.82,15.25,0.04,41,172,1.0002,2.58,0.67,5.7,bad
€.6,0.17,0.38,1.5,0.032,28,112,0.9914,3.25,0.55,11.4,g0cd
€.2,0.€6,0.48,1.2,0.029,29,75,0.9892,3.33,0.39,12.8,g00d
€.5,0.31,0.14,7.5,0.044,34,133,0.9555,3.22,0.5,5.5,bad
€.2,0.€6,0.48,1.2,0.025,29,75,0.58%2,3.33 35,32.8,gc0d
6.4,0.31,0.358,2.9,0.038,19,102,0.99212,3.1 35,1%,90cd
©.9,0.26,0.42,1.7,0.045,41,122,0.553,3.47 8,10.5,g00d
7.6,0.67,0.14,1.5,0.074,25,1¢€8,0.5537,3.90 51,5.3,bad
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€.5,0.35,0.23,5.4,0.051,35,145,0,.9934,3.24 35,10,bad
2.3,0.26,0.35,17.55,0.057,45,145,0.9555,3.21,0.36,6.8,bad
Fig.1 Wine quallty datasets in attribute file format
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4. IMPLEMENTATION STEPS

Many classification algorithms are available. The preprocessing WEKA is shown in
Fig.2. In this stage remove the attribute id, since it uniquely identifies the tuples. It is done by
selecting the remove attribute filter. Remove the attribute location, since it does not play a vital
role in generating the rules. The Fig.3 represents the classification explorer panel in WEKA.
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Fig.2 preprocessing the wine quality data set in WEKA Explorer Panel
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10 fold Cross Validation test is applied to k-Nearest Neighbour classifier for wine
quality datasets. Ten fold cross validation means data set is divided into 10 equal parts. Nine
fold is used for training and remaining one fold for testing.

5. EXPERMENT RESULT

WEKA classifier starts to learn by clicking start button in classifier panel. After
learning, it builds classifier and produce result in classifier output panel. It shows what type of
relation used, how many attributes in the relation and also displays list of attributes. It shows
what type of test used for what type of algorithms.

Confusion matrix produce correctly classified instance and incorrectly classified
instance in the matrix format. Diagonal elements are treated as correctly classified instance and

remaining are incorrectly classified instance. Fig.4 shows result of the k-Nearest Neighbour
classifier for wine quality data sets.

Fig.3 k-Nearest Neighbour classifier in WEKA using 10 fold cross validation
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=== Run information ===
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Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -
A \"weka.core.EuclideanDistance -R first-last\""
Relation: training
Instances: 1890
Attributes: 12

fixed acidity

volatile acidity

citric acid

residual sugar

chlorides

free sulfur dioxide

total sulfur dioxide

density

pH

sulphates

alcohol

quality
Test mode:10-fold cross-validation
=== Classifier model (full training set) ===
IB1 instance-based classifier
using 1 nearest neighbour(s) for classification
Time taken to build model: 0 seconds

=== Stratified cross-validation ===

—_== Summary —-==

Correctly Classified Instances 1641 86.8254 %
Incorrectly Classified Instances 249 13.1746 %
Kappa statistic 0.7211

Mean absolute error 0.1321

Root mean squared error 0.3628

Relative absolute error 28.152 %

Root relative squared error 74.8867 %

Total Number of Instances 1890

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure ROC Area Class

0.841 0.115 0.815 0.841 0.828 0.865 good
0.885 0.159 0.902 0.885 0.893 0.865  bad
Weighted Avg. 0.868 0.143 0.869 0.868 0.869 0.865

=== Confusion Matrix ===

a b <--classified as
598 113| a=good
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136 1043| b=bad

5- fold Cross Validation test is applied to k-Nearest Neighbour classifier using Wine quality
datasets is shown in Fig.4 and classifier evaluation is illustrated in Fig.5.
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Fig.4 Building classifier using 5 fold cross validation
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=== Run information ===

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -

A \"weka.core.EuclideanDistance -R first-last\""
Relation: training
Instances. 1890
Attributes: 12
fixed acidity
volatile acidity
citric acid
residual sugar
chlorides
free sulfur dioxide
total sulfur dioxide
density
pH
sulphates
alcohol
quality
Test mode:5-fold cross-validation

=== Classifier model (full training set) ===

IB1 instance-based classifier
using 1 nearest neighbour(s) for classification

Time taken to build model: 0 seconds

=== Stratified cross-validation ===

—_== Summary —-==

Correctly Classified Instances 1631 86.2963 %
Incorrectly Classified Instances 259 13.7037 %
Kappa statistic 0.7091

Mean absolute error 0.1375

Root mean squared error 0.37

Relative absolute error 29.2889 %

Root relative squared error 76.3703 %

Total Number of Instances 1890

=== Detailed Accuracy By Class ===
TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.827 0.115 0.812 0.827 0.82 0.858 good
0.885 0.173 0.895 0.885 0.89 0.858 bad
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Weighted Avg.  0.863  0.151 0.864 0.863 0.863 0.858
=== Confusion Matrix ===
a b <--classified as
588 123| a=good
136 1043| b=bad
Table 1 Evaluation of classifier
Time
.| taken Correctly | Incorrectly Mean Root Relative Rogt
Classi to Test classified classified Kappa absolute Mean absolute relative
fier : mode X - Statistic squared squared
build instances instances error error
error error
model
0 10-Fold
Lazy- 1641/1890 | 249/1890 0 0
IBK Secon Cro_ss . (86.83%) (13.17%) 0.7211 0.1321 0.3628 28.15% | 74.89%
ds Validation
0 5-Fold
Lazy- 1631/1890 | 259/1890 0 0
IBK Secon Cro_ss _ (86.30%) (13.70%) 0.7091 0.1375 0.37 29.29% | 76.37%
ds Validation
CONCLUSION:

In this paper provides information about how raw data can be transformed into

meaningful information. Data sets are tested with different cross validation. In future, it can
build the various classifiers and compare the classifiers with same and different data sets.
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